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#### Abstract

A global feedback control of a system that exhibits a subcritical monotonic instability at a nonzero wave


 number (short-wave or Turing instability) in the presence of a zero mode is investigated using a GinzburgLandau equation coupled to an equation for the zero mode. This system is studied analytically and numerically. It is shown that feedback control, based on measuring the maximum of the pattern amplitude over the domain, can stabilize the system and lead to the formation of localized unipulse stationary states or traveling solitary waves. It is found that the unipulse traveling structures result from an instability of the stationary unipulse structures when one of the parameters characterizing the coupling between the periodic pattern and the zero mode exceeds a critical value that is determined by the zero mode damping coefficient.DOI: 10.1103/PhysRevE.79.046218
PACS number(s): 89.75.Kd, 47.54.-r

## I. INTRODUCTION

An important feature of pattern-forming systems is that near the instability threshold systems of different physical nature can be described by the same generic equations. For systems exhibiting Turing instability such equation is the real Ginzburg-Landau equation [1,2]. Systems exhibiting Hopf bifurcation, near threshold, are described by a complex Ginzburg-Landau equation $[1,3]$.

However, there exists a large class of pattern-forming systems where a single Ginzburg-Landau equation is not sufficient for the description of the onset of pattern formation. That happens in the presence of a slowly evolving largescale mode not enslaved to the unstable short-scale mode. In that case, an additional equation is needed for the description of the large-scale mode evolution. Typically, the origin of such long-scale mode is a symmetry of the system or a conservation law [4-8]. Physical examples include Marangoni convection in a liquid layer with deformable interface heated from below [9,10], instabilities in multimode lasers [11], nonlinear dynamics of sand banks and sand waves [12], Asaro-Tiller-Grinfeld instability of an epitaxial solid film in the presence of wetting interactions with the substrate [13], and many others (see [7]).

In the present paper, we consider systems subjected to a short-wave monotonic (Turing) instability and characterized by the conservation of a certain "mass" variable $[7,9,10,13]$. The generic system of amplitude equations is as follows:

$$
\begin{gather*}
A_{t}=A+A_{x x}-\lambda|A|^{2} A+A B, \\
B_{t}=m B_{x x}+w\left(|A|^{2}\right)_{x x}, \tag{1}
\end{gather*}
$$

where $A$ is a complex amplitude of the unstable short-wave monotonic (Turing) mode and $B$ is the amplitude of the zero mode associated with the conservation of mass. Here $m>0$, while $w$ can be of either sign. Note that all the coefficients in Eq. (1) are real.

[^0]In a contradistinction to previous works on that subject, we consider here the case where the short-wave instability is subcritical, i.e., $\lambda=-1$ and $1-w / m>0$ in Eq. (1). One could assume that in that case the weakly nonlinear amplitude Eq. (1) is of no use, because the solutions bifurcating subcritically are unstable, and a blow-up is unavoidable [recall that the coefficients in Eq. (1) are real, therefore the dispersion mechanism of stabilization [11,14] does not work]. However, these solutions can be stabilized by means of a feedback control. That stabilization can be considered as a tool for the numerical investigation of the set of bifurcating solutions in the subcritical region of parameters.

Recall that feedback control of nonlinear dynamics in pattern-forming systems has been attracting large attention [ 15,16$]$. It was shown that it could be successfully applied to manipulate various physical processes such as RayleighBenard and Marangoni convection [17-22], contact line instability in liquid films [23,24], shear flows [25-27], pattern formation in reaction-diffusion systems, excitable media [28-32] and catalytic reactions [33-35], patterns in nonlinear optics [36,37], instabilities in crystal growth [38,39], etc. The effect of feedback control on different systems near pattern formation threshold can be analyzed within the framework of the generic equations. For example, feedback control of wave dynamics governed by a complex Ginzburg-Landau equation was investigated in [40-44].

In the case of a subcritical instability, the feedback control can prevent the formation of large-amplitude structures and keep the dynamics of the system in a weakly nonlinear regime. In this case the system evolution can be described by amplitude equations with additional control terms. A typical feature in such subcritically unstable systems under feedback control is the formation of spatially localized structures, either stationary or oscillatory.

The choice of the control's type is determined by several circumstances. A linear control can successfully shift the threshold of the primary linear instability, but it is not efficient against the subcritical instabilities. A local control, when applied to extended systems, typically needs a large number of actuators. In the present paper, we apply a nonlinear control that affects only the linear growth rate of the
primary instability. This way of control can be achieved by changing the global parameters of the system. For instance, in the case of a morphological instability of the solidification front it is implemented by changing the sample velocity and applied temperature gradient [39], in the case of a Marangoni instability it is sufficient to change the applied heat flux, etc. In order to avoid the blow-up that can develop in any spatial point, it is natural to measure and to control the maximum value of a characteristic variable (i.e., front deformation in the case of a morphological instability) over the whole region. Near the instability threshold, the deviation of that variable from its undisturbed value will be proportional to $\max _{x}|A|$. The simplest way of control that we consider here is making the deviation of the growth rate proportional to that quantity. In that case, we arrive to the following generic system of amplitude equations under global feedback control:

$$
\begin{gather*}
A_{t}=\left(1-p \max _{x}|A|\right) A+A_{x x}+|A|^{2} A+A B, \\
B_{t}=m B_{x x}+w|A|_{x x}^{2} . \tag{2}
\end{gather*}
$$

Here $p$ is the parameter characterizing the control strength. As noted above, this way of control can be implemented by changing the global parameters of the system. It has been shown formerly that it is efficient for arresting a localized blow-up in a number of pattern-formation problems, including the Sivashinsky equation [39], the Ginzburg-Landau equation with real [45] and complex [46] coefficients, as well as for controlling patterns described by the generalized Swift-Hohenberg equation [47].

The rest of the paper is structured as follows. We start with the description of numerical simulations of Eq. (2) that confirms the expected suppression of blow-up and reveals an unexpected phenomenon, the development of traveling wave solutions moving with velocity that strongly depends on the length of the computational region. Then we give a theoretical explanation of that phenomenon. We consider stationary solutions of system (2) in the form of spatially localized unipulse and multipulse structures, and discuss their stability. Then we consider traveling wave solutions and show that a localized traveling pulse bifurcates from the stationary localized state when the coupling parameter $w$ exceeds a certain threshold. The dependence of the wave velocity on the spatial period is determined by means of a bifurcation analysis. In the last section, we present results of some additional numerical simulations that describe the effect of feedback delay.

## II. NUMERICAL SIMULATIONS

The numerical simulations of Eq. (2) supplemented by periodic boundary conditions with a large period $L$ have been performed using a pseudospectral code with time integration in Fourier space, Crank-Nicholson scheme for the linear operator and Adams-Bashforth scheme for the nonlinear one.

A characteristic feature of the system with the zero mode is the possibility of a shift $B(x) \rightarrow B(x)+$ const which leads to a shift of the linear growth rate for the short-wave mode $A$ and hence can be reduced to a certain renormalization of the
coefficients in the system of the amplitude equations. Therefore, it is sufficient to find solutions where the variable $B(x)$ is normalized in such a way that its averaged value over the whole domain is equal to zero,

$$
\begin{equation*}
\langle B(x)\rangle=\frac{1}{L} \int_{-L / 2}^{L / 2} B(x) d x=0 \tag{3}
\end{equation*}
$$

## A. Stationary patterns

Direct numerical simulations of system (2) reveal two kinds of stationary solutions: (i) solutions with the period equal to $L$ (unipulse solutions) and (ii) periodic solution with the period smaller than $L$ (multipulse solutions). All the stationary solutions characterized by the constant values of the phase $\arg (A)$, and $|A|$ is not equal to zero in any points. The multipulse solutions are obtained only with perfectly periodic initial conditions, for example, for $L=160 \pi, m=1.0$, $w=0.2, p=5.0$ a solution consisting of eight pulses is obtained (see Fig. 1). For the same parameters the unipulse solutions are obtained by using small-amplitude random initial conditions (see Fig. 2). In the case of a superposition of periodic and random component in initial conditions, a multipulse state is developed, but finally the most "strong" pulse starts to grow while other pulses are suppressed. A similar competition of pulses under the action of a global feedback control was formerly observed for a pure short-wave oscillatory instability [46].

## B. Unipulse traveling wave solutions

Numerical simulations of system (2) show that the stationary solutions are stable only for $w<w_{c}$, where $w_{c}$ depends on $m$ and the period $L$. For $w>w_{c}$, a transition to either a traveling wave moving to the right,

$$
\begin{equation*}
A(x, t)=A_{r}\left(X_{r}\right), \quad B(x, t)=B_{r}\left(X_{r}\right), X_{r}=x-c t, c>0 \tag{4}
\end{equation*}
$$

or a traveling wave moving to the left,

$$
\begin{equation*}
A(x, t)=A_{l}\left(X_{l}\right), \quad B(x, t)=B_{l}\left(X_{l}\right), \quad X_{l}=x+c t, c>0 \tag{5}
\end{equation*}
$$

is observed. Example of this instability is shown in Fig. 3.
Due to the symmetry of the problem, these two solutions are obtained from each other by reflection $x \rightarrow-x$, and their properties are equivalent. Figure 4 shows $c(w)$ for unipulse solutions at two different values of the control parameter $p$ obtained from numerical simulations of system (2). One can see that while the threshold value $w_{c}$ is the same for both values of $p$, the velocity of the unipulse traveling wave depends on $p$ : the larger the control parameter, the smaller the velocity. The threshold value $w_{c}$ weakly depends on the length of the computational region $L$ (see Fig. 5). Near the threshold, the pulse velocity $c(w)$ tends to zero like $c$ $\sim \sqrt{w-w_{c}}$, i.e., $c^{2}(w)$ is a linear function of $w$. Surprisingly, the derivative $d c^{2}(w) / d w$ in the point $w=w_{c}$ strongly depends on $L$. For instance, for $p=2.0, m=1.0$ the numerical value of the quantity $d c^{2}(w) / d w$ in the point $w=w_{c}$ obtained by the interpolation of numerical data is 0.049 for $L=40 \pi$, and 0.0922 for $L=20 \pi$.


FIG. 1. Stationary multipulse solution of Eq. (2) described by Eqs. (13)-(15). (a) Formation of the multipulse solution from periodic initial conditions (spatiotemporal diagram, $|A|$ is shown); (b) $|A(x)| ;($ c) $B(x) ; w=0.2, p=5.0$, $m=1.0$, and $L=160 \pi$.
C. Multipulse versus unipulse traveling structures

Here we investigate numerically the competition between traveling multipulse periodic structure and a single localized traveling pulse. Figure 6(a) shows the formation of a traveling multipulse structure starting from periodic initial conditions. Unless perturbed, this pattern persists indefinitely.

Figure 6(b) shows the spatiotemporal dynamics of this system when the computations start from the traveling multipulse solution shown in Fig. 6(a) perturbed by smallamplitude random noise. One can see the formation of a single localized traveling pulse. Thus we conclude that the traveling multipulse structure is unstable with respect to the formation of a single traveling pulse.


## III. ANALYTICAL SOLUTIONS

## A. Stationary patterns

In the present section we consider stationary solutions of problem (2). Because the structures obtained in numerics are characterized by a constant value of the phase, we fix that value equal to zero and arrive to the following system of equations for real variables $A$ and $B$ :

$$
\begin{equation*}
A_{x x}+\left(1-p \max _{x} A\right) A+A^{3}+A B=0 \tag{6}
\end{equation*}
$$

FIG. 2. Stationary unipulse solution of Eq. (2) described by Eqs. (19) and (20). (a) Formation of the unipulse solution from random initial conditions (spatiotemporal diagram, $|A|$ is shown); (b) $|A(x)| ;$ (c) $B(x) ; w=0.2, p=5.0, m=1.0$, and $L$ $=160 \pi$.


FIG. 3. Traveling unipulse solution of Eq. (2). (a) Formation of the traveling solution resulting from an instability of a stationary unipulse solution (spatiotemporal diagram, $|A|$ is shown, random initial conditions); (b) $|A(x)|$ and (c) $B(x)$ at a particular moment of time; $p=5.0 ; w=0.5, m$ $=1.0$, and $L=160 \pi$.

$$
\begin{equation*}
m B_{x x}+w\left(A^{2}\right)_{x x}=0 \tag{7}
\end{equation*}
$$

Only sign-preserving (positive) solutions corresponding to structures observed in numerical simulations are discussed below. Recall that

$$
\begin{equation*}
\langle B(x)\rangle=0, \tag{8}
\end{equation*}
$$

$m>0$, while $w$ may have either sign.
The bounded solution $B(x)$ of Eq. (7) satisfying condition (8) is

$$
\begin{equation*}
B(x)=\left(-\frac{w}{m}\right)\left(|A(x)|^{2}-\left\langle A^{2}\right\rangle\right) \tag{9}
\end{equation*}
$$

which leads to the following closed equation for the amplitude $A(x)$ :

$$
\begin{equation*}
A_{x x}-\alpha A+\beta A^{3}=0 \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=-1+p \max _{x}|A|+\frac{w}{m}\left\langle A^{2}\right\rangle, \quad \beta=1-\frac{w}{m} . \tag{11}
\end{equation*}
$$

The coefficient $\alpha$ determines the effective linear decay rate of the short-wave amplitude in the presence of the global control and the zero mode, while $\beta$ is the Landau coefficient renormalized due to the action of the zero mode.

Integration of Eq. (10) gives the relation

$$
\begin{equation*}
\frac{A_{x}^{2}}{2}-\frac{\alpha A^{2}}{2}+\frac{\beta A^{4}}{4}=E=\text { const. } \tag{12}
\end{equation*}
$$

The positive solutions exist when $\alpha>0, \beta>0,-\alpha^{2} / 4 \beta$ $<E<0$, and they can be presented in terms of Jacobi elliptic functions,

$$
\begin{equation*}
A(x)=A_{m} \operatorname{dn}\left[A_{m} \sqrt{\frac{\beta}{2}}\left(x-x_{0}\right) ; s\right], \tag{13}
\end{equation*}
$$

where $A_{m}$ is connected with the parameter $\alpha$ by the relation $\alpha=\left(2-s^{2}\right) \beta A_{m}^{2} / 2$, and $s$ is the modulus of the elliptic func-


FIG. 4. Bifurcation diagram showing the dependence of the traveling wave speed as a function of the coupling parameter, $c(w)$, for $L$ $=160 \pi, m=1.0$, and two different values of the control parameter $p ; w_{0}$ is threshold value (51) predicted by the theory in the limit $L \gtrdot 1$.


FIG. 5. Bifurcation diagram showing the dependence of the traveling wave speed as a function of the coupling parameter, $c^{2}(w)$, for $p=2.0, m=1.0$, and two different values of the domain length $L$. The circles denote the results of direct numerical simulation of system (2). The squares denote the extrapolated threshold values $w_{c}$, $w_{c} \approx 0.374$ for $L=20 \pi$ and $w_{c}$ $\approx 0.354$ for $L=40 \pi$. The theoretical predictions $w_{0}$ according to Eq. (49) are marked by stars, $w_{0}$ $=0.372$ for $L=20 \pi$ and $w_{0}$ $=0.351$ for $L=40 \pi$.
tion. With $\left\langle A^{2}\right\rangle=A_{m}^{2} E(s) / K(s)$ [where $K(s)$ and $E(s)$ are the complete elliptic integrals of the first and the second kind, respectively] Eq. (11) gives the following equation that determines the amplitude $A_{m}$ as a function of $s$ :

$$
\begin{equation*}
\left[\frac{1}{2}\left(1-\frac{w}{m}\right)\left(2-s^{2}\right)+\frac{w}{2 m} \frac{E(s)}{K(s)}\right] A_{m}^{2}-p A_{m}+1=0 \tag{14}
\end{equation*}
$$

The period of solution (13) is

$$
\begin{equation*}
L=\frac{2 \sqrt{2} K(s)}{A_{m} \sqrt{1-w / m}} \tag{15}
\end{equation*}
$$

Recall that an eight-pulse numerical solution is obtained for $m=1.0, w=0.2, p=5.0$, and $L=160 \pi$; see Fig. 1. In order to compare the analytical and numerical results, we calculate analytical solution (13) and Eq. (9) for $w=0.2, p=5.0$, and $L=20 \pi$, which describes an eight-pulse structure within a domain with the length $L=160 \pi$. We find that three digits of the numerical solution coincide with those of the analytical


FIG. 6. (a) Formation of a traveling multipulse structure starting from periodic initial condition. (b) Formation of a single traveling pulse resulting from the instability of the traveling multipulse structure with respect to small-amplitude random perturbation; $p=5.0, w=1.0, m=1.0$, and $L=160 \pi$.
solution, hence both solutions would be undistinguishable in plots (b) and (c) in Fig. 1.

In the limit $s \rightarrow 1(E \rightarrow 0)$ the periodic solution tends to a localized solution such that both $A(x)$ and $B(x)$ tend to zero at infinity. In this case

$$
\begin{equation*}
B(x)=-\frac{w}{m} A^{2}, \tag{16}
\end{equation*}
$$

and the function $A(x)$ satisfies the equation

$$
\begin{equation*}
A_{x x}+\left(1-p \max _{x} A\right) A+\left(1-\frac{w}{m}\right) A^{3}=0 \tag{17}
\end{equation*}
$$

Two nonzero localized solutions of Eq. (17), $\left[A_{ \pm}(x), B_{ \pm}(x)\right]$, exist in the following interval of the coupling parameter $w$ :

$$
\begin{equation*}
w_{\min }=m\left(2-p^{2}\right) / 2 \leq w<m \tag{18}
\end{equation*}
$$

and are given by

$$
\begin{gather*}
A_{ \pm}(x)=a_{ \pm} \cosh ^{-1}\left[k_{ \pm}\left(x-x_{0}\right)\right], \\
B_{ \pm}(x)=-\frac{w}{m} a^{2} \cosh ^{-2}\left[k_{ \pm}\left(x-x_{0}\right)\right], \tag{19}
\end{gather*}
$$

where

$$
\begin{equation*}
a_{ \pm}=\frac{p \pm \sqrt{p^{2}-2(1-w / m)}}{1-w / m}, \quad k_{ \pm}=\frac{1}{\sqrt{2}} \sqrt{1-\frac{w}{m}} a_{ \pm} . \tag{20}
\end{equation*}
$$

The localized solutions (19) and (20) describe rather well the shape of a unipulse solution obtained numerically in a sufficiently long region. We have compared the unipulse solution shown in Fig. 2, which has been obtained in a domain of the length $L=160 \pi$, with the limit solution (19) with $A=A_{-}$. Three digits of both results coincide, therefore, the analytical solution is undistinguishable from the numerical result shown in Fig. 2(b).

## B. Stability of localized pulses

In the numerical simulations, only solutions $\left[A_{-}(x), B_{-}(x)\right]$ are observed. It is natural to assume that solutions $\left[A_{+}(x), B_{+}(x)\right]$ are unstable. In the present section, we check this assumption near the bifurcation point

$$
\begin{equation*}
p=p_{*}=\sqrt{2 \beta}, \quad \beta=1-\frac{w}{m}, \tag{21}
\end{equation*}
$$

where two branches of stationary solutions are born due to a saddle-node bifurcation.

Let us parametrize the family of solutions (19) and (20) using parameter $k$. Take $x_{0}=0$ (obviously, the stability does not depend on $x_{0}$ ). Both branches of solutions can be written as

$$
\begin{equation*}
A=a \cosh ^{-1}(k x), \quad B=-\frac{w}{m} A^{2} \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\sqrt{\frac{2}{\beta}} k, \quad p=\sqrt{\frac{\beta}{2}} \frac{k^{2}+1}{k} . \tag{23}
\end{equation*}
$$

Solutions with $k<1$ correspond to the lower branch, while solutions with $k>1$ correspond to the upper branch.

The time evolution of real disturbances $\left(\widetilde{A}^{r}, \widetilde{B}\right)$ on the background of Eq. (22) is governed by the following system of functional-differential equations:

$$
\begin{gather*}
\widetilde{A}_{t}^{r}=\widetilde{A}_{x x}^{r}+\left(-k^{2}+3 A^{2}+B\right) \tilde{A}^{r}+A \widetilde{B}-p A \tilde{A}^{r}(0, t)  \tag{24}\\
\widetilde{B}_{t}=m \widetilde{B}_{x x}+2 w\left(A \tilde{A}^{r}\right)_{x x} \tag{25}
\end{gather*}
$$

Defining $\quad z=k x \quad$ and assuming $\quad \tilde{A}^{r}=u(z) \exp (\sigma t), \quad \widetilde{B}$ $=v(z) \exp (\sigma t)$, we obtain the following system:

$$
\begin{align*}
& u_{z z}(z)+\left[-1-\frac{\sigma}{k^{2}}+\frac{2(2+\beta)}{\beta \cosh ^{2} z}\right] u(z)+\frac{\sqrt{2}}{k \sqrt{\beta} \cosh z} \frac{v(z)}{} \begin{array}{l}
=\left(1+\frac{1}{k^{2}}\right) \frac{u(0)}{\cosh z} \\
v_{z z}(z)+\frac{2 w}{m} \sqrt{\frac{2}{\beta}} k\left[\frac{u(z)}{\cosh z}\right]_{z z}-\frac{\sigma}{m k^{2}} v(z)=0 .
\end{array} .=\text {. }
\end{align*}
$$

Due to the symmetry of the problem, both components of the eigenfunction $[u(z), v(z)]$ are either even or odd. For odd eigenfunctions, $u(0)=0$, while for even ones generally $u(0)$ $\neq 0$. In the present section, we consider even disturbances and normalize the solution of the problem [Eqs. (26) and (27)] by the condition

$$
\begin{equation*}
u(0)=1 \tag{28}
\end{equation*}
$$

For $k=1$, i.e., in the point of the saddle-node bifurcation leading to the creation of two branches of solutions for $p$ $>\sqrt{2 \beta}$, the problem [Eqs. (26) and (27)] has the following exact solution:

$$
\begin{align*}
\sigma=0, u & =u_{0}
\end{align*}=\frac{1}{\cosh z}-z \sinh z \cosh ^{2} z, ~=~\left(\frac{2 w}{m} \sqrt{\frac{2}{\beta}} \frac{u_{0}}{\cosh z} .\right.
$$

Near that point, we apply the expansion

$$
\begin{gathered}
\frac{1}{k^{2}}=1+\epsilon, \quad \sigma=\epsilon \sigma_{1}+\ldots, \quad u=u_{0}+\epsilon u_{1}+\ldots, \\
v=v_{0}+\epsilon v_{1}+\ldots
\end{gathered}
$$

Note that $k=1-\epsilon / 2+\ldots$, hence $\epsilon>0(\epsilon<0)$ corresponds to the lower (upper) branch of solutions.

At the first order in $\epsilon$, the following system is obtained:

$$
\begin{gather*}
\left(u_{1}\right)_{z z}+\left[-1+\frac{2(2+\beta)}{\beta \cosh ^{2} z}\right] u_{1}+\sqrt{\frac{2}{\beta}} \frac{v_{1}}{\cosh z} \\
=\frac{1}{\cosh z}+\sigma_{1} u_{0}-\frac{1}{2} \sqrt{\frac{2}{\beta}} \frac{v_{0}}{\cosh z}, \tag{30}
\end{gather*}
$$

$$
\begin{equation*}
\left(v_{1}\right)_{z z}+\frac{2 w}{m} \sqrt{\frac{2}{\beta}}\left(\frac{u_{1}}{\cosh z}\right)_{z z}=\frac{\sigma_{1}}{m} v_{0}+\frac{w}{m} \sqrt{\frac{2}{\beta}}\left(\frac{u_{0}}{\cosh z}\right)_{z z} . \tag{31}
\end{equation*}
$$

Eliminating $v_{1}$, we find

$$
\begin{align*}
& \left(u_{1}\right)_{z z}+\left(-1+\frac{6}{\cosh ^{2} z}\right) u_{1} \\
& =\frac{1}{\cosh z}+\sigma_{1}\left[u_{0}+\frac{2}{\beta} \frac{w}{m^{2}} \frac{z \sinh z}{\cosh ^{2} z}\right], \\
& \quad\left|u_{1}\right|<\infty, \quad z \rightarrow \pm \infty \tag{32}
\end{align*}
$$

Problem (32) is solvable when its right-hand side is orthogonal to the solution of the homogeneous problem, which is $u_{0}$, hence

$$
\begin{equation*}
\sigma_{1}=-\frac{\int_{-\infty}^{\infty} u_{0} \cosh ^{-1}(z) d z}{\int_{-\infty}^{\infty} u_{0}\left[u_{0}+\frac{2}{\beta} \frac{w}{m^{2}} \frac{z \sinh z}{\cosh ^{2} z}\right] d z} \tag{33}
\end{equation*}
$$

Calculating the integral, we find

$$
\begin{equation*}
\sigma_{1}=-\frac{18}{\left(12+\pi^{2}\right)-2\left(\pi^{2}-6\right) w /\left(\beta m^{2}\right)} \tag{34}
\end{equation*}
$$

One can see that if

$$
\begin{equation*}
w<w_{*}=\frac{m^{2}}{m+2\left(\pi^{2}-6\right) /\left(\pi^{2}+12\right)} \tag{35}
\end{equation*}
$$

then $\sigma_{1}<0$. This means that in region (35) the upper branch (that with $\epsilon<0$ ) is unstable, while the lower branch (that with $\epsilon>0$ ) is stable with respect to even real disturbances. In the contradistinction to the case where the zero mode is absent, for $w>w_{*}$ the lower branch becomes unstable, and the upper branch becomes stable with respect to that kind of disturbances. However, in Sec. III C it will be shown that the stationary solutions become unstable with respect to odd disturbances leading to the development of traveling waves at the value $w=w_{0}=m^{2} /(m+2)<w_{*}$.

## C. Traveling waves

In the present section, we find the transition threshold and analyze the bifurcation of the traveling wave solutions $A$ $=A(X), B=B(X)$, and $X=x-c t$, which satisfy the system of equations

$$
\begin{gather*}
A_{X X}+c A_{X}+A\left(1-p \max _{X}|A|\right)+A^{3}+A B=0  \tag{36}\\
m B_{X X}+c B_{X}+w\left(A^{2}\right)_{X X}=0 \tag{37}
\end{gather*}
$$

with periodicity conditions

$$
\begin{equation*}
A(X+L)=A(X), \quad B(X+L)=B(X) \tag{38}
\end{equation*}
$$

and the condition of zero mean value of $B$ :

$$
\begin{equation*}
\langle B\rangle=\frac{1}{L} \int_{-L / 2}^{L / 2} B(X) d X=0 \tag{39}
\end{equation*}
$$

## 1. Mechanism of traveling wave propagation

The mechanism of a traveling wave propagation is similar to that known for an activator-inhibitor system [48], where the component $A$ plays the role of an activator and the quantity $-B$ corresponds to the concentration of an inhibitor. The coupling between the components is different from that used in the standard FitzHugh-Nagumo (FHN) model. Nevertheless, the distribution of the inhibitor $-B$ in a moving pulse is similar to that in a FHN model (see [49]): the component $B$ is positive in the front part of the pulse and negative in the back part of the pulse. Therefore, the growth of the component $A$ is enhanced in the front part and suppressed in the back part, which leads to the effective motion of the pulse as the whole. The shape of the profile of $B(x)$ can be roughly understood from Eq. (37) in the limit where the diffusion term $m B_{X X}$ is small in comparison with $c B_{X}$ : in that case it holds that $B \sim(-w / c)\left(A^{2}\right)_{X}$.

## 2. Transition's threshold

Let us define the operator

$$
\begin{equation*}
\partial_{X}^{-1} B=\int_{0}^{X} B(y) d y-\left\langle\int_{0}^{X} B(y) d y\right\rangle, \tag{40}
\end{equation*}
$$

and rewrite Eq. (37) in the form

$$
\begin{equation*}
B=-\frac{w}{m}\left(A^{2}-\left\langle A^{2}\right\rangle\right)-\frac{c}{m} \partial_{X}^{-1} B . \tag{41}
\end{equation*}
$$

Substituting Eq. (41) into Eq. (36), we obtain

$$
\begin{align*}
& A_{X X}+A\left(1-p \max _{X} A+\frac{w}{m}\left\langle A^{2}\right\rangle\right)+\left(1-\frac{w}{m}\right) A^{3} \\
& \quad=c\left(-A_{X}+\frac{1}{m} A \partial_{X}^{-1} B\right) \tag{42}
\end{align*}
$$

Near the bifurcation point, we expect the following expansions:

$$
\begin{gather*}
A=A_{0}+\epsilon A_{1}+\epsilon^{2} A_{2}+\ldots, B=B_{0}+\epsilon B_{1}+\epsilon^{2} B^{2}+\ldots, \\
c=\epsilon c_{1}+\ldots, w=w_{0}+\epsilon w_{2}+\ldots \tag{43}
\end{gather*}
$$

The zeroth order terms $A_{0}$ and $B_{0}$ correspond to the stationary solutions (13) and (9). Let us choose the constant $x_{0}=0$ so that these functions are even. Then the correction $A_{1}$ is an odd function satisfying the following equation:

$$
\begin{gather*}
\left(A_{1}\right)_{X X}+A_{1}\left(1-p \max _{X} A_{0}+\frac{w_{0}}{m}\left\langle A_{0}^{2}\right\rangle\right)+3\left(1-\frac{w_{0}}{m}\right) A_{0}^{2} A_{1} \\
=c_{1}\left[-\left(A_{0}\right)_{X}+\frac{1}{m} A_{0} \partial_{X}^{-1} B_{0}\right]  \tag{44}\\
A_{1}(X+L)=A_{1}(X) \tag{45}
\end{gather*}
$$

[note that the addition of an odd function $A_{1}$ does not change the maximum value of $A_{0}+\epsilon A_{1}$ in the order $\left.O(\epsilon)\right]$. The self-
adjoint homogeneous problem corresponding to the linear operator on the left-hand side of Eq. (44) has a solution $A_{1}^{h}(X)=\left(A_{0}\right)_{X}(X)$. The solvability condition for the inhomogeneous problem [Eqs. (44) and (45)] is the condition of the orthogonality of the right-hand side to that solution,

$$
\begin{equation*}
-\left\langle\left[\left(A_{0}\right)_{X}\right]^{2}\right\rangle+\frac{1}{m}\left\langle\left(A_{0}\right)_{X} A_{0} \partial_{X}^{-1} B_{0}\right\rangle=0 . \tag{46}
\end{equation*}
$$

Taking into account that $\left(A_{0}\right)_{X} A_{0}=-\left(m / 2 w_{0}\right)\left(B_{0}\right)_{X}$ and integrating the second integral in Eq. (46) by parts, we find

$$
\begin{equation*}
-\left\langle\left[\left(A_{0}\right)_{X}\right]^{2}\right\rangle+\frac{1}{2 w_{0}}\left\langle B_{0}^{2}\right\rangle=0 . \tag{47}
\end{equation*}
$$

Substituting

$$
B_{0}=-\frac{w_{0}}{m}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)
$$

[according to Eq. (9)], we obtain the solvability condition in the form

$$
\begin{equation*}
-\left\langle\left[\left(A_{0}\right)_{X}\right]^{2}\right\rangle+\frac{w_{0}}{2 m^{2}}\left[\left\langle A_{0}^{4}\right\rangle-\left(\left\langle A_{0}^{2}\right\rangle\right)^{2}\right]=0 . \tag{48}
\end{equation*}
$$

Substituting solution (13) for $A_{0}$, we arrive at the following expression for the threshold of the transition from the stationary to traveling-wave solutions:

$$
\begin{equation*}
w_{0}=\frac{m^{2}}{m+f(s)}, \tag{49}
\end{equation*}
$$

where

$$
\begin{equation*}
f(s)=\frac{-\left(1-s^{2}\right)+2\left(2-s^{2}\right) E(s) / K(s)-3[E(s) / K(s)]^{2}}{-2\left(1-s^{2}\right)+\left(2-s^{2}\right) E(s) / K(s)} . \tag{50}
\end{equation*}
$$

In the limit of the localized solution $(s \rightarrow 1)$ one finds

$$
\begin{equation*}
w_{0}=\frac{m^{2}}{m+2} \tag{51}
\end{equation*}
$$

while in the limit of small-amplitude waves $(s \rightarrow 0)$,

$$
\begin{equation*}
w_{0}=\frac{m^{2}}{m+1} . \tag{52}
\end{equation*}
$$

Note that the instability threshold does not depend on the control parameter $p$ but only on the zero-mode damping coefficient $m$. Equations (49) and (51) are well confirmed by our numerical simulations (see Figs. 4 and 5).

## 3. Bifurcation analysis

As we mentioned in Sec. II, the bifurcation of traveling wave solutions reveals a surprising dependence of the bifurcation parameter $\left.\left[d c^{2}(w) / d w\right]\right|_{w=w_{0}}$ on the period $L$. To explain that unusual phenomenon, we perform the nonlinear analysis of the bifurcation in the limit $L \gg 1$, which corresponds to the numerical simulations. In this case elliptic function (13) can be approximated by localized solution (19).

For small $c$, iterating relation (41), we find

$$
\begin{align*}
B= & -\frac{w}{m}\left[1-\frac{c}{m} \partial_{X}^{-1}+\left(\frac{c}{m}\right)^{2} \partial_{X}^{-2}-\left(\frac{c}{m}\right)^{3} \partial_{X}^{-3}+O\left(c^{4}\right)\right] \\
& \times\left(A^{2}-\left\langle A^{2}\right\rangle\right) . \tag{53}
\end{align*}
$$

Substituting Eq. (53) into Eq. (36), we obtain a closed integrodifferential equation for $A(X)$ :

$$
\begin{align*}
A_{X X}+ & c A_{X}+A\left(1-p \max _{X} A\right)+A^{3} \\
- & \frac{w}{m} A\left[1-\frac{c}{m} \partial_{X}^{-1}+\left(\frac{c}{m}\right)^{2} \partial_{X}^{-2}-\left(\frac{c}{m}\right)^{3} \partial_{X}^{-3}+O\left(c^{4}\right)\right] \\
& \times\left(A^{2}-\left\langle A^{2}\right\rangle\right) . \tag{54}
\end{align*}
$$

We search the solution in the interval $-L / 2 \leq X \leq L / 2$.
Substitute expansion (43) into Eq. (54) and equate the terms of the same order in $\epsilon$. At the zeroth order, we obtain the equation which is identical to that obtained above for the stationary solution:

$$
\begin{equation*}
\left(A_{0}\right)_{X X}+A_{0}\left(1-p \max _{X} A_{0}\right)+\left(A_{0}\right)^{3}-\frac{w_{0}}{m} A_{0}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)=0 . \tag{55}
\end{equation*}
$$

In the limit of large $L$ the solution $A_{0}(X)$ can be approximated by the localized solution [we choose the origin is such a way that $A_{0}(X)$ is an even function]:

$$
\begin{equation*}
A_{0}(X)=a \cosh ^{-1} k X \tag{56}
\end{equation*}
$$

where

$$
\begin{gathered}
a=\left[p-\sqrt{p^{2}-2\left(1-\frac{w_{0}}{m}\right)}\right] /\left(1-\frac{w_{0}}{m}\right), \\
k^{2}=\frac{1}{2}\left(1-\frac{w_{0}}{m}\right) a^{2} .
\end{gathered}
$$

At the first order, as shown in the previous subsection, the solution is governed by the equation

$$
\begin{align*}
\hat{L} A_{1} & =\left(A_{1}\right)_{X X}+A_{1}(1-p a)+3\left(1-\frac{w_{0}}{m}\right) A_{0}^{2} A_{1} \\
& =c_{1}\left[-\left(A_{0}\right)_{X}-\frac{w_{0}}{m^{2}} A_{0} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)\right] . \tag{57}
\end{align*}
$$

The solvability condition for Eq. (57) is the orthogonality of the right-hand side to $\left(A_{0}\right)_{X}$ [the integral is calculated on the interval $(-L / 2, L / 2)]$. In the limit of large $L$,

$$
\begin{equation*}
\partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)=\frac{a^{2}}{k}\left(\tanh (k X)-\frac{2 X}{L}\right) . \tag{58}
\end{equation*}
$$

Because the function $\left(A_{0}\right)_{X}$ is exponentially small in the region $|X| \gg 1$, the behavior of all the functions is relevant only in the region $X=O(1)$. Finally, we obtain threshold value (51). In the bifurcation point, the right-hand side of Eq. (57) is $O(1 / L)$, hence the solution $A_{1}=C\left(A_{0}\right)_{X}+O(1 / L)$, which corresponds to the possibility of an arbitrary translation of the solution, due to the symmetry of the original problem. Here and below we shall select the solution with $C=0$, hence $A_{1}(X)=O(1 / L)$ (note that

$$
B_{1}(X)=\frac{c_{1} w_{0}}{m^{2}} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)=\frac{c_{1} w_{0} a^{2}}{m^{2} k}\left(\tanh (k X)-\frac{2 X}{L}\right)
$$

is not small).
At the second order, the equation is as follows:

$$
\begin{align*}
\hat{L} A_{2}= & p A_{0}(X) \max _{X}\left(A_{2}\right)+\frac{w_{2}}{m} A_{0}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right) \\
& +\frac{w_{0} c_{1}^{2}}{m^{3}} A_{0} \partial_{X}^{-2}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)-\frac{2 w_{0} A_{0}}{m}\left\langle A_{0} A_{2}\right\rangle . \tag{59}
\end{align*}
$$

The function on the right-hand side is even; hence, the solvability condition is always satisfied. The solution can be presented in the form

$$
A_{2}=w_{2} A_{2}^{w}+c_{1}^{2} A_{2}^{c},
$$

where $A_{2}^{w}$ and $A_{2}^{c}$ are solutions of the following equations:

$$
\begin{equation*}
\hat{L} A_{2}^{w}=p A_{0}(X) \max _{X}\left(A_{2}^{w}\right)+\frac{1}{m} A_{0}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)-\frac{2 w_{0} A_{0}}{m}\left\langle A_{0} A_{2}^{w}\right\rangle \tag{60}
\end{equation*}
$$

$\hat{L} A_{2}^{c}=p A_{0}(X) \max _{X}\left(A_{2}^{c}\right)+\frac{w_{0}}{m^{3}} A_{0} \partial_{X}^{-2}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)-\frac{2 w_{0} A_{0}}{m}\left\langle A_{0} A_{2}^{c}\right\rangle$.

Note that

$$
\begin{equation*}
\partial_{X}^{-2}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)=\frac{a^{2}}{k}\left(\frac{1}{k} \ln \cosh (k X)-\frac{x^{2}}{L}-\frac{L}{6}\right) . \tag{62}
\end{equation*}
$$

Thus, in the region $X=O(1)$ the corresponding term is $O(L)$. As noted above, the bifurcation equation is determined by the values of the functions in the region $X=O(1)$. In this region, the solutions in the leading order of $L$ are as follows:

$$
\begin{align*}
A_{2}^{w}= & \frac{a^{3}}{2 m\left(k^{2}-1\right)} \cosh ^{-1} k X \\
& -\frac{a^{3}\left(1+k^{2}\right)}{4 m k\left(k^{2}-1\right)} X \sinh k X \cosh ^{-2} k X+O(1 / L) \tag{63}
\end{align*}
$$

$$
\begin{align*}
A_{2}^{c}= & -\frac{w_{0} a^{3} L}{6 m^{3} k\left(k^{2}-1\right)}\left(\cosh ^{-1} k X-k X \sinh k X \cosh ^{-2} k X\right) \\
& +O(1) \tag{64}
\end{align*}
$$

At the third order, we obtain the following equation:

$$
\begin{align*}
\hat{L} A_{3}= & -c_{1}\left(A_{2}\right)_{X}-\frac{w_{2} c_{1}}{m^{2}} A_{0} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right) \\
& -\frac{w_{0} c_{1}}{m^{2}} A_{2} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)-\frac{2 w_{0} c_{1}}{m^{2}} A_{0} \partial_{X}^{-1}\left(A_{0} A_{2}-\left\langle A_{0} A_{2}\right\rangle\right) \\
& -\frac{w_{0} c_{1}^{3}}{m^{4}} A_{0} \partial_{X}^{-3}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right) . \tag{65}
\end{align*}
$$

Substituting Eqs. (56), (63), and (64) into the solvability condition of Eq. (65), we obtain the bifurcation equation

$$
\begin{equation*}
c_{1}\left(w_{2} I_{w}+c_{1}^{2} I_{c}\right)=0 \tag{66}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{w}= & \left\langle A_{0 X} A_{2 X}^{w}\right\rangle+\frac{1}{m^{2}}\left\langle A_{0 X} A_{0} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)\right\rangle \\
& +\frac{w_{0}}{m^{2}}\left\langle A_{0 X} A_{2}^{w} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)\right\rangle \\
& +\frac{2 w_{0}}{m^{2}}\left\langle A_{0 X} A_{0} \partial_{X}^{-1}\left(A_{0} A_{2}^{w}-\left\langle A_{0} A_{2}^{w}\right\rangle\right)\right\rangle \\
I_{c}= & \left\langle A_{0 X} A_{2 X}^{c}\right\rangle+\frac{w_{0}}{m^{2}}\left\langle A_{0 X} A_{2}^{c} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)\right\rangle \\
& +\frac{2 w_{0}}{m^{2}}\left\langle A_{0 X} A_{0} \partial_{X}^{-1}\left(A_{0} A_{2}^{c}-\left\langle A_{0} A_{2}^{c}\right\rangle\right)\right\rangle \\
& +\frac{w_{0}}{m^{4}}\left\langle A_{0 X} A_{0} \partial_{X}^{-3}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)\right\rangle .
\end{aligned}
$$

Using integration by parts, one finds that

$$
\begin{aligned}
I_{w}= & \left\langle A_{2}^{w}\left[-A_{0 X X}+\frac{w_{0}}{m^{2}} A_{0 X} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)-\frac{w_{0}}{m^{2}} A_{0}^{3}\right]\right\rangle \\
& -\frac{1}{m^{2}}\left\langle A_{0}^{4}\right\rangle+O\left(1 / L^{2}\right)
\end{aligned}
$$

Evaluation of this expression, which is done with the help of the relation

$$
A_{0 X X}+\frac{w_{0}}{m^{2}} A_{0 X} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)+\frac{w_{0}}{m^{2}} A_{0}^{3}=O\left(1 / L^{2}\right)
$$

[for $X=O(1)$ ], gives

$$
I_{w}=-\frac{a^{4}}{3 w_{0} k L}+O\left(1 / L^{2}\right)
$$

Similarly, $I_{c}$ can be transformed to the following expression:

$$
I_{c}=\frac{2 w_{0}}{m^{2}}\left\langle A_{2}^{c} A_{0 X} A_{0} \partial_{X}^{-1}\left(A_{0}^{2}-\left\langle A_{0}^{2}\right\rangle\right)\right\rangle+\frac{w_{0} a^{2} L}{12 m^{4} k}\left\langle A_{0}^{2}\right\rangle+O(1 / L)
$$

Finally, we obtain

$$
I_{c}=\frac{w_{0} a^{4}}{6 m^{4} k^{2}}+O(1 / L)
$$

Using the obtained values of the coefficients $I_{w}$ and $I_{c}$, we find that at the threshold point

$$
\begin{equation*}
\frac{d c^{2}(w)}{d w}=\frac{c_{1}^{2}}{w_{2}}=-\frac{I_{w}}{I_{c}}=\frac{2 k(m+2)^{2}}{L} . \tag{67}
\end{equation*}
$$

Note that this quantity tends to zero as $L \rightarrow \infty$.
The values of the quantity $d c^{2}(w) / d w$ obtained by interpolation of numerical data are rather close to those predicted


FIG. 7. (a) Formation of a unipulse oscillating solution with a stationary location; $p=5.0 ; w$ $=0.2, m=1.0, L=160 \pi$, and $\tau=1.5$. (b) Formation of a traveling oscillating solution; $p=5.0, w=2.0$, $m=1.0, L=160 \pi$, and $\tau=1.5$.
by formula (67). For instance, for $p=2.0, m=1.0$, the theoretical values are 0.0456 and 0.0912 for $L=40 \pi$ and $L$ $=20 \pi$, correspondingly, which are close to the numerical values 0.049 and 0.0922 .

## IV. EFFECT OF FEEDBACK DELAY

In systems with feedback control, there is usually a delay between the measurements and the application of the control action. In some cases, time-delayed feedback is applied intentionally as a part of the control method (see [50]). In other cases, the nonlocal feedback control is a feature of a natural system, specifically, it is characteristic for the brain activity [51]. In the present paper we consider the system evolution described by the following coupled equations:

$$
\begin{gather*}
A_{t}=\left(1-p \max _{x}|A(t-\tau)|\right) A+A_{x x}+|A|^{2} A+A B,  \tag{68}\\
B_{t}=m B_{x x}+w|A|_{x x}^{2} . \tag{69}
\end{gather*}
$$

Note that this kind of delay control was considered formerly for subcritical monotonic instability in the absence of a zero mode [45,47] and for a subcritical oscillatory instability [46].

We have performed numerical simulations for different values of the delay $\tau$ and the coupling parameter $w$. We have found that the behavior of both stationary and traveling unipulse solutions is similar. When the delay $\tau$ exceeds a certain threshold value the unipulse solutions exhibit oscillations. The onset of oscillations for $m=1.0, p=5.0$, and $L=160 \pi$ occurs when $\tau \approx 1.464$ for $w=0.2$ and $\tau \approx 1.462$ for $w=2.0$. The amplitude of the oscillations grows with the increase in the delay. When the delay exceeds a second threshold value (for $m=1.0, p=5.0$, and $L=160 \pi$ it is $\tau \approx 1.9576$ for $w$ $=0.2$ and $\tau \approx 2.0003$ for $w=2.0$ ) the solution blows up. Thus, the behavior of both stationary and traveling unipulse solutions with the increase in the delay is similar to the behavior of a stationary localized solution of a real, controlled sub-
critical Ginzburg-Landau equation studied in [45]. Examples of oscillating unipulse solutions of system (68) are shown in Fig. 7. Figure 7(a) shows the formation of an oscillating unipulse solution whose location is stationary. With the increase in the coupling parameter $w$ this solution loses stability with respect to the formation of a traveling, oscillating localized structure. The formation of this traveling, unipulse oscillating solution is shown in Fig. 7(b).

## V. CONCLUSIONS

We have investigated the effect of feedback control on the dynamics of a subcritical Turing instability in a system with zero mode near the instability threshold within the framework of a system of two coupled equations (2): a GinzburgLandau equation with a feedback control term for the Turing mode coupled to an equation for the zero mode. The feedback control is based on measuring the maximum amplitude of the forming Turing pattern and adjusting the supercriticality of the system. We have demonstrated that the chosen feedback control can suppress the blow-up and can keep the system in the weakly nonlinear regime. As a result, a localized structure is formed, whose nature depends on the parameter characterizing the coupling between the Turing mode and the zero mode. For small enough values of the coupling parameter, the localized structure is stationary and it is similar to that forming in controlled subcritical systems studied in [45]. When the coupling parameter exceeds a critical value, which depends only on the damping coefficient of the zero mode, the stationary structure loses stability with respect to a traveling, spatially localized solution. The traveling speed increases with the increase in the coupling parameter and decreases with the increase in the control strength. The results of the linear stability analysis and the bifurcation analysis near the instability threshold are in good agreement with the numerical simulations. We have also studied the effect of the feedback delay. We have found that when the
delay exceeds a certain threshold the amplitude of the unipulse structures, both stationary and traveling ones, exhibit oscillations. The amplitude of these oscillations grows with the increase in the delay until the solution blows up when the delay exceeds a second threshold.
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